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Who am I?
• My first computer

• VIC 20
• My first parallel computer

• INMOS Transputer
• My first super computer

• Cray T3E

• University of Manchester: 
• Supporting HPC, national & local
• CompSci: 

• automating parallelism
• multiscale/coupling climate models

• Atmos Sci:
• modelling chemical weather

• Manager,  Research Apps Team

• STFC Hartree Centre (2016 – 2018)
Energy Efficient Computing (EEC) Research

• “TSERO”
• “Vineyard”

• University of Liverpool (2018-2021)
• teaching focussed
• research

• energy measure of local HPC (Barkla, 160 nodes)
• Ryan L, ML to predict energy measurements
• use of FPGA in EEC
• potential role of quantum computing

https://helward.mmu.ac.uk/STAFF/M.Bane/MSc/
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Energy Efficient Performant Computing
• Performant computing

• Doing simulations & analyses 
{faster, higher resolution, larger domains, …}

• Energy Efficient Performant Computing
• Undertaking performant computing whilst
reducing energy consumption
(without un-acceptable adverse implications on
e.g. execution times)

• Involves
• HPC, energy measure/predict/reduce,
• social science
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2010 194 TWh

2018 205 TWh
(1% global 
electricity 
use)

Masanet, E., Shehabi, A., Lei, N., Smith, S., & Koomey, 
J. (2020). Recalibrating global data center energy-use 
estimates. Science, 367(6481), 984-986.
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• Data centre
• {nodes}

• {chipset:
CPU / GPU / FPGA / QC}

• {interconnects}
• Cooling

Measure & 
Predict

• FPGA
• Quantum Computing

• Reduced Precision
• Approximate Computing

Emerging 
Tech

Energy 
Reduction

• Use of Emerging Tech
• Quantify by 

measurement (ab 
silico: by prediction)

• ML determination of 
optimal compile & 
run options

• Smart scheduling
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• Data centre
• {nodes}

• {chipset:
CPU / GPU / FPGA / QC}

• {interconnects}

Measure & 
Predict

• FPGA
• Quantum Computing

• Reduced Precision
• Approximate Computing

Emerging 
Tech

• Example:
• Archer2 compute node

2* AMD Rome EPYC chips (each of 64c)

• Access to 
Performance Monitor Counters (PMCs)

• Many tools to profile time
• No tools to profile energy

• Energy consumed, (c) Michael Bane, MMU (Dec2021)



“cloverleaf” Energy consumption on Archer2
Total node energy 
.v. #cores

Total processor 
cores energy 
.v. #cores

Total RAM energy 
.v. #cores

For given optimisation, this code
• generally goes faster with 

more cores
• generally uses less energy 

with more cores
BUT
• least energy is not the fastest

• Total node energy 
= Processor cores + RAM + “dark silicon”

For 62c
• Node energy 3.83 kJ
• Processor cores 1.42 kJ, RAM energy 1.36 kJ
==> “dark silicon” 1.05kJ

Average power (for node) = 3,830 / 10.08 = 380 Watts
Archer2 has 5,860 nodes ==> 2.2 MW
At 10 pence per kW-hr ==> compute electricity 
costs c. £2M/year (+ cooling at ~10-20%). All savings help!(c) Michael Bane, MMU (Dec2021)



• Calore et al (2016)
• Energy-performance trade-offs 
for HPC applications on high-
end and low power systems, 
EMiT2016

• Haswell chip, LBM

• Freq giving least energy varies 
by problem type

• Not the fastest in either case
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ML Tool to Improve EEC

• For given code, coarse controls: 
compiler options, run time options

• GCC .v. Intel
• Level of optimisations (-O0, -O1, ...)
• #cores, OpenMP .v. MPI implementations

• AIM: for given input code, determine set of compiler & 
run time options (for given ISA) that gives lowest 
energy-to-solution

(c) Michael Bane, MMU (Dec2021)



ML Tool to Improve EEC
• Need: energy-to-solution

• Currently, require ability to measure 
• Future: develop accurate predictor

• Training
• Run set of benchmarks for various compiler & run time options, 
recording energy to solution; 13 benchmarks

• 50 features of code (via ‘perf’) 
• Use PCA to select 20 most relevant ({Pearson, Spearman, Kendall} 
rank coeffs)

• Feature selection  reduce overfitting, reduce time to train

• ML options: linear regression, random forest regression
• Python, sklearn
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• Red (low correlation) to 
green (+correlation)

• Considered perf features:
• Run time
• CPU clock [walltime]
• Task clock
• CPU (task) Migrations
• I TLB loads
• Context Switches
• Micro Ops Issues
• L2 requests
• D TLB store miss
• Faults
• CPU cycles
• Arith
• Instructions
• L1 D Cache Loads
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ML Tool to Improve EEC

• Initial testing 
• 20% of initial dataset
• Average diff of energy consumed (predicted .v. actual)
Linear regression = 10.0%
Random Forest reg = 1.8%

• Implementation
• Comparison of best {compiler options, run time options} to
baseline of {{GCC, “-O0”}, 40 OpenMP threads}

N.B. previous work, on 2*20c Intel Skylake 
processors per node of U/Liverpool 

“Barkla” (160 nodes + 20 GPUs)(c) Michael Bane, MMU (Dec2021)



Not full 
node

Not Intel 
compiler

Not full 
optimisation Average: 22.5% energy saving
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ML Tool to Improve EEC

• Next steps
• Improvements to code base [CfACS seed funding]

• Modularise (csv input); 
• Investigate/implement static code analysis for given code
• Automate prediction of settings that give least energy to solution

• Current results from Intel Skylake platform
• Training on more platforms
• Test/implement per-platform
• Test/implement x-platform including GPU & FPGA options

Recent bid (with 
Glasgow) to UKRI 
Excalibur “h/w & 
enabling s/w”(c) Michael Bane, MMU (Dec2021)



ML Tool to Improve EEC
• Next steps

• Current results from Intel Skylake platform
• Training on more platforms
• Test/implement per-platform
• Test/implement x-platform including GPU & FPGA options

• More fine grained compiler options 
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• Data centre
• {nodes}

• {chipset:
CPU / GPU / FPGA / QC}

• {interconnects}

Measure & 
Predict

• FPGA
• Quantum Computing

• Reduced Precision
• Approximate Computing

Emerging 
Tech

• Predictors
• Current predictors focus on time
• Work with collabs (Glasgow) to predict energy consumed

• Incorporate within training of ML tool
Ability to predict (for given code) what would be best arch and 
compiler options for least energy (==> smart x-platform scheduler)
without having to expend compute energy in doing so

• super optimisation for energy reduction
• exhaustive search of all possible ISA instructions (for given basic block of 
code), using predictor to evaluate energy cost of each option 
==> global minimum of energy-to-solution

• selected super optimisation for energy reduction
• S.O. for E.R and make use of ML to sensibly prune search tree(c) Michael Bane, MMU (Dec2021)
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Data Centres

• How reduce carbon footprint?
• Use of renewables & making use of waste heat

• Location location location
• LUMI

• Smart scheduling
• Don’t run what don’t need to run 
(re-use data, reproducibility / repro repositories, 
AI checking on job)

• Only run vital jobs during ‘peak power’ times (e.g. standard jobs 
run when ambient temp drops so less cooling required)

• Social science element
• How integrate “between” data centres? 

• How green is the cloud…?
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• FPGA
• Quantum Computing

• Reduced Precision
• Approximate Computing

Emerging 
Tech

• FPGA
• Low power
• Not easy to program 

• C/C++ with pragmas, Verilog, VHDL
• Previous research 

• Porting linear algebra & fintech to FPGA
• [energy results?]

• Next steps
• Reduced / variable / mixed precision (w. Manchester, Sorbonne)

• Xilinx University Programme: card, training, workshop(c) Michael Bane, MMU (Dec2021)



• FPGA
• Quantum Computing

• Reduced Precision
• Approximate Computing

Emerging 
Tech

• Quantum Computing (QC)
• Hype or reality?
• Energy efficient or vastly inefficient [explain]

• Recent bid
• QCS to evaluate use of QC to simulate 

gas/liquid phase changes on atmospheric aerosol
• Potential partnership: Zapata Computing
• If want access, contact me 

One of a few ongoing 
collaborations with U/Manchester
(other e.g. use of Big Data to 
analyse aerosol from coughs)
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Michael Bane
m.bane@mmu.ac.uk
E140, John Dalton East
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